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A B S T R A C T   

Eye movements are a functional signature of how the visual system effectively decodes and adapts to the en
vironment. However, scientific knowledge in eye movements mostly arises from studies conducted in labora
tories, with well-controlled stimuli presented in constrained unnatural settings. Only a few studies have at
tempted to directly compare and assess whether eye movement data acquired in the real world generalize with 
those in laboratory settings, with same visual inputs. However, none of these studies controlled for both the 
auditory signals typical of real-world settings and the top-down task effects across conditions, leaving this 
question unresolved. To minimize this inherent gap across conditions, we compared the eye movements re
corded from observers during ecological spatial navigation in the wild (the Walkers) with those recorded in 
laboratory (the Watchers) on the same visual and auditory inputs, with both groups performing the very same 
active cognitive task. We derived robust data-driven statistical saliency and motion maps. The Walkers and 
Watchers differed in terms of eye movement characteristics: fixation number and duration, saccade amplitude. 
The Watchers relied significantly more on saliency and motion than the Walkers. Interestingly, both groups 
exhibited similar fixation patterns towards social agents and objects. Altogether, our data show that eye 
movements patterns obtained in laboratory do not fully generalize to real world, even when task and auditory 
information is controlled. These observations invite to caution when generalizing the eye movements obtained in 
laboratory with those of ecological spatial navigation.   

1. Introduction 

The human visual system is a complex and sophisticated machine 
that allows human beings to effectively process the environment and 
extract useful information for adapted spatial navigation and social 
interactions. The ocular motor system plays a critical role by producing 
a fine-tuned combination of muscle movements to orientate gaze to 
regions of interest, via a sequence of fixations and saccades feeding the 
visual system with diagnostic information. However, it remains unclear 
what the precise top-down and bottom-up mechanisms are that drive 
eye movements and their fine-tuned interplay to perceive and process 
the visual environment. 

Since the very first eye-tracking studies, it was clearly demonstrated 
that eye movements do not land randomly on the visual input space, 
but rather reflect an efficient, near optimal, sampling of diagnostic in
formation (e.g. Buswell, 1935; C. H. Judd, 1905; Stratton, 1902; Yarbus, 
1967). In face perception research, for example, eye movement studies 
revealed that eye movements land on faces’ diagnostic information 
(Gosselin & Schyns, 2001; Schyns, Bonnar, & Gosselin, 2002), which 
flexibly adjusts on task constraints (e.g. Geangu et al., 2016; Jack, Blais, 

Scheepers, Schyns, & Caldara, 2009; Kanan, Bseiso, Ray, Hsiao, & 
Cottrell, 2015), information quantity (Caldara, Zhou, & Miellet, 2010; 
Miellet, He, Zhou, Lao, & Caldara, 2012; Papinutto, Lao, Ramon, 
Caldara, & Miellet, 2017; for a review see Caldara, 2017) and quality 
(Miellet, Caldara, & Schyns, 2011), culture (Blais, Jack, Scheepers, 
Fiset, & Caldara, 2008; Kelly et al., 2011; Miellet, Vizioli, He, Zhou, & 
Caldara, 2013; Rodger, Kelly, Blais, & Caldara, 2010), and other higher- 
level effects such as context and prior knowledge. Interestingly, it has 
been very recently demonstrated that such idiosyncratic fixation pat
terns finely tune face sensitive neural responses (Stacchi, Ramon, Lao, & 
Caldara, 2019). However, the processing of scenes, which inherently 
involve more variable inputs, is by far more complex and less under
stood. 

Many laboratory studies have clearly shown that visual scene pro
cessing results from the combination of eye movements guided by low- 
level saliency information (e.g., color, luminance, contrast and intensity 
– Itti & Koch, 2000, 2001; Koch & Ullman, 1985, for a review see Borji 
& Itti, 2013) and top-down cognitive processes using prior knowledge 
and expectations (e.g. Malcolm & Henderson, 2009; Rao, Zelinsky, 
Hayhoe, & Ballard, 2002; Zelinsky, 2008). In ecological spatial 
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navigation contexts, eye movements land on low-level salient in
formation to rapidly filter visual scenes, as significantly predicted by 
bottom-up image-driven saliency models (e.g. Peters, Iyer, Itti, & Koch, 
2005; for a recent review see Riche & Mancas, 2016a, 2016b). How
ever, ecological spatial navigation also heavily involves top-down 
processes, which are more difficult to take into account in laboratory 
experiments. Indeed, in laboratories, participants are in steady and 
protected environments and often processing pre-defined visual scenes. 
Nevertheless, more recently, such processes have started to be ac
counted for by neuro- and computer scientists implementing simulta
neously bottom-up and top-down factors in the saliency models (e.g.  
Voorhies, Elazary, & Itti, 2012). The results are very promising but 
predicting eye movement patterns of the visual sampling of scenes re
mains one of the greatest challenges in the understating of human vi
sion. It is thus important to investigate the contribution of each me
chanism in controlled laboratory settings. But, perhaps, it is also even 
more important to validate whether laboratory results generalize to real 
world situations in the case of ecological spatial navigation. 

Only a few studies have attempted to shed light on the differences 
between laboratory and real-world settings. In the real world, walking 
participants are more likely to exhibit larger saccades due to free head 
movement (Stahl, 1999) and have predicted smaller fixation durations 
(Foulsham, Walker, & Kingstone, 2011). There are also differences in 
terms of sensitivity to saliency (’t Hart et al., 2009), as well as in motion 
effects. In fact, such motion effects impact on where eye movements are 
directed, eliciting differences in fixation locations between laboratory 
and real-world conditions (Hillstrom & Yantis, 1994; Lappi, 2015, 
2016). While these experiments highlight the differences between real- 
world and laboratory settings, it should also be noted that many simi
larities eye movement patterns occur in these conditions. For example, 
similar fixation patterns on foveated faces were found (Peterson, Lin, 
Zaun, & Kanwisher, 2016) and both groups exhibited similar central 
bias (Foulsham et al., 2011). 

While these studies shed light on the differences and similarities 
between laboratory and real-world conditions, they rarely evaluated 
the sensitivity to saliency, motion or other predictive models of eye 
movements. Additionally, they might include confounded effects due to 
differences in tasks (Foulsham et al., 2011), visual conditions (Peterson 
et al., 2016), or acoustical information (conventionally there is no 
acoustical information provided in laboratory settings despite this 
channel feeds the visual system - Coutrot & Guyader, 2014; Coutrot, 
Guyader, Ionescu, & Caplier, 2012). Other aspects might also induce 
differences, such as head movements in real-world conditions (’t Hart 
et al., 2009; Pelz, Hayhoe, & Loeber, 2001), technical issues due to 
parallax errors in mobile eye-tracking (Evans, Jacobs, Tarduno, & Pelz, 
2012) and differences in reference frame. In fact, the point of fixation in 
laboratory conditions reflects precisely the fixation location on the 
computer screen whereas in real-world conditions the point of fixation 
assessed by the eye-tracking glasses is a reference gaze point drew on a 
virtual plane (usually the camera recording) artificially drawn in the 3D 
space (see Fig. 1 – Lappi, 2015, 2016). As a consequence, differences 
found between laboratory and real-world conditions might be induced 
by the experiment itself rather than representing genuine differences 
between those settings. 

Other variations could arise from top-down processes that are more 
engaged in real-world activities and lead to more active sampling 
strategies than those deployed in laboratory conditions (Hayhoe, 
McKinney, Chajka, & Pelz, 2012; Pelz et al., 2000). Indeed, routine real- 
world activities involve a series of subtasks, such as obstacle avoidance 
or the planning of the next footsteps by looking two steps ahead during 
real-world walking (Hollands & Marple-Horvat, 2001; Marigold & Patla, 
2007; Matthis, Yates, & Hayhoe, 2018). Moreover, real-world condi
tions allow multi-sensory integrations, whereas laboratory conditions 
usually provide unimodal visual information with simple cognitive 
tasks. This could be problematic, as multi-sensory integrations con
jointly with anticipatory strategies convey multiple environmental 

indices to precisely guide eye movements on diagnostic information for 
navigation (Lappi, 2015, 2016). 

Hence, a fixation landing position in a real-world condition results 
from a complex combination of multi-sensorial information integration 
and anticipatory mechanisms. Such combinations make the rationale of 
a fixation location in real-world condition difficult to assess. On the 
contrary, laboratory studies allow a fine tuning of experimental con
ditions in order to constrain and control the amount and the type of 
information available for navigation. Such control over information 
availability allows to precisely evaluate the rationale behind a fixation 
location while underestimating the impact of other sources of in
formation available in the real world. 

Altogether, these studies critically suggest that it remains unclear 
whether eye movements used in laboratory conditions are similar to 
those deployed in real-world conditions. In addition, it remains to be 
determined whether the contribution of top-down and bottom-up pro
cesses to guide eye movements is comparable between both conditions. 
Therefore, it remains to be clarified whether the results and conclusions 
obtained from eye movements laboratory studies can be generalized to 
the real world. 

To address these issues, we directly compared the eye movements 
deployed by observers in the real world (the Walkers) with those ob
tained by observers in laboratory (the Watchers). To avoid potential 
confounds driven by differences in top-down processes across experi
ments (i.e., natural vs laboratory settings), we instructed the Walkers 
and the Watchers to perform the same cognitive task. The Walkers were 
instructed that questions about the walking path will be asked at the 
end of the walk. The Watchers performed the very same task with the 
same visual and auditory inputs obtained from the Walkers. Raw data 
were preprocessed with a data-driven method based on a common 
angular speed threshold (75th percentile), allowing us to categorize eye 
movements according to the inherent idiosyncratic differences of ob
servers, as well as the technical differences driven by the different eye 
trackers used in the wild and the laboratory. We then used gaze maps 
from both conditions and the Normalized Scan path Saliency score 
(NSS), which is a score that indicates whether an eye movement landed 
on salient region or not (Bylinskii, Judd, Oliva, Torralba, & Durand, 
2016). Conjointly with a leave-one-out procedure, this allowed us to 
probe the comparability between real-world and laboratory eye 
movements, as well as the sensitivity towards bottom-up saliency and 
scene motion. Moreover, to validate the robustness of our results, we 
ensure that the group results were consistently reproduced across the 
Walkers’ videos and across the first video watched by the Watchers. To 
the best of our knowledge, these data-driven and robust approaches 
were not previously used in the evaluation of ecological eye movements 
acquired in the wild. Such approach also offers the possibility to thor
oughly identify differences and similarities across both the laboratory 
and real-world conditions. 

2. Methods 

2.1. Participants 

Twelve participants—11 females—aged from 20 to 29 years old 
(M = 22.83, SD = 2.79) took part in the real-world condition; this 
group will be subsequently called the Walkers. Twenty participants—14 
females—aged from 19 to 37 years old (M = 23.65, SD = 4.73) were 
tested in the laboratory; this group will be subsequently called the 
Watchers. All participants were students at the University of Fribourg, 
Switzerland for < 2 years to ensure medium knowledge of the walking 
path. We evaluated potential participants’ knowledge of the campus 
before the experiment on a scale from “0″ (I don’t know this path) to 
“10” (I know this path very well). We only tested participants with an 
answer below 8. The Walkers had a knowledge of 4.20 on average 
(SD = 1.87) and the Watchers had a knowledge of 4.05 on average 
(SD = 3.19) and neither group differed in path knowledge, t 
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(28) = 0.14, p  >  .05; BF10 = 0.36. If the Watchers experienced a 
severe motion sickness, they were discarded. A total of 4 subjects re
ported severe motion sickness and were dropouts during the experi
ment. All participants had normal or corrected-to-normal vision. 
Participants received course credits for completing the experiment. All 
participants gave oral informed consent and the protocol was approved 
by the ethical committees of the Department of Psychology of Fribourg 
University, Switzerland. 

2.2. Route 

The route consisted of a walking path of about 200 m inside the 
building of the Department of Psychology of the University of Fribourg, 
Switzerland. This route encompassed corridors, stairs and doors which 
were surrounded by offices, posters, and billboards (see Fig. 2). Parti
cipants were tested during the working hours leading to high prob
abilities of encountering people inside the building. 

2.3. Materials 

We extracted the scene videos from the mobile eye-tracker. The 
videos were cut to have the same starting and ending location. We also 
discarded 2 videos where the walking speed was too fast or too slow 
(about 17% of the total number of videos), resulting in 10 videos of 
varying duration (M = 3 min 48 sec, SD = 23 sec) and idiosyncratic 
walking pace. We then presented the videos with monophonic sounds 
on a ViewPixx 3D monitor (1440 × 1080-pixel resolution), subtending 
44.80° horizontally and 33.60° vertically of visual angle. All videos 
were presented at a distance of 50 cm which is the minimal distance 
allowed to record eye movements with the SR Research Desktop-Mount 

EyeLink 2 K eye-tracker. These distances and sizes were chosen so that 
the presentation in the laboratory resembled as much as possible the 
real-world condition. The closest ratio between visual angle size al
lowed by our setting was: 1.43 vertically and 1.38 horizontally. 

2.4. Apparatus 

Eye movements in the real-world condition were recorded with SMI 
eye-tracking glasses 2.0 (ETG) at a sampling rate of 60 Hz. ETG has a 
tracking range of 60° vertically and 80° horizontally, and an average 
gaze position error radius of about 0.5°. Although viewing was bino
cular, only the dominant eye was tracked. We calibrated the eye glass at 
the beginning of the experiment using a three-point fixation procedure 
as implemented in the SMI API (see SMI Manual). Calibrations were 
validated visually by the experimenter and repeated until reaching an 
optimal calibration. The external scene camera in the SMI ETG recorded 
First Person Point of View (POV) videos at 30 frames per second (fps). 
The video resolution was 720 pixels vertically and 960 horizontally, 
evaluated to sustain 48° and 62° of visual angle, respectively. 

In the laboratory condition, eye movements were recorded at a 
sampling rate of 1000 Hz with the SR Research Desktop-Mount EyeLink 
2 K eye-tracker (with a chin and forehead rest), which has an average 
gaze position error of about 0.5° and a spatial resolution of 0.01°. 
Although viewing was binocular, only the dominant eye was tracked. 
The experiment was implemented in MatLab (The MathWorks, Natick, 
MA, USA), using the Psychophysics toolbox (PTB-3) (Kleiner, Brainard, 
& Pelli, 2007; Pelli, 1997) and EyeLink Toolbox extensions 
(Cornelissen, Peters, & Palmer, 2002; Kleiner et al., 2007). Videos were 
presented with their acoustical background through speakers on each 
side of the screen in order to avoid differences due to the influence of 

Fig. 1. Schematic representation of differences in 
reference frame in mobile eye-tracking. The black 
arrow represents the orientation of the glasses and is 
crossing the virtual plane. On this plane, there are 
two dots: the red one indicates the point of gaze 
(POG) and the black one is the projection of the 
point of fixation (POF, empty point). (For inter
pretation of the references to color in this figure 
legend, the reader is referred to the web version of 
this article.) 
Adapted from Lappi (2015) 

Fig. 2. Representation of the walking path that Walkers took. Left and right pictures show capture frame from the environment at two different stages of the path.  
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sound (Coutrot & Guyader, 2014; Coutrot et al., 2012). Calibrations of 
the eye-tracker were conducted at the beginning of the experiment 
using a nine-point fixation procedure and repeated when necessary 
until reaching an optimal calibration criterion. At the beginning of each 
video, participants were instructed to fixate at the central fixation cross. 
If the eye drift was more than 1°, a new calibration was launched to 
ensure an optimal recording quality. 

2.5. Procedure 

Both groups completed a socio-demographic survey. The Walkers 
were instructed to walk through the path provided on a printed sheet 
(as described above). The Walkers did not carry this sheet with them. 
The building has the same structure at all floors and participants 
managed to navigate properly across the planned path. When a problem 
occurred, the participants were instructed to pursue their route nor
mally and ask their potential questions out loud. The Watchers were 
instructed to watch the POV videos of the Walkers. Participants were 
informed that questions about the route would be asked at the end of 
the experiment. This was done to ensure that all participants (real- 
world and laboratory conditions) actively attended to the environment. 

We then set up and calibrated the eye-tracking device (the SMI ETG 
for the Walkers and the SR Research EyeLink 2 K for the Watchers). In 
the real-world condition, the Walkers walked through the path at their 
usual walk pace, whereas in the laboratory condition the Watchers 
watched the 10 POV videos with sounds in a random order, with breaks 
between each video if needed. 

At the end of the experiment, participants were told that no ques
tionnaire needed to be fulfilled, were thanked, and dismissed. On 
average the experiment in the real-world condition lasted about 15 min 
and the laboratory condition lasted for about 50 min on average. 

2.6. Data analysis 

Raw eye movements were used as well as preprocessed data. 
Sampling rates were matched across conditions. Raw eye movements 
data were then preprocessed to extract fixations and saccades with a 
custom algorithm using a velocity threshold based on 75th percentiles 
of the velocity. Fixations that were too close spatially (< 0.3°) and 
temporally (< 20 ms) were merged. We then computed the number of 
fixations, fixation duration, saccade number, saccade amplitude, and 
saccade orientation for each participant to quantify the general oculo
motor behavior. To compare these eye movement characteristics be
tween the Walkers and the Watchers, we performed Kolmogorov- 
Smirnov tests on the probability density functions. 

To compare whether the Watchers and the Walkers looked at the 
same locations, we used the Normalized Scan path Saliency score (NSS) 
as it offers a good balance between false positives and false negatives 
(Bylinskii, Judd, Oliva, Torralba, & Durand, 2016). The NSS score 
evaluates the correspondence between the normalized saliency map 
and the gaze. More specifically, the chance level is at 0, a negative score 
of NSS indicates anti-correspondence whereas a positive score of NSS 
suggests correspondence between eye movements and saliency map. 
Moreover, an NSS score above 1 indicates that the eye movements rely 
significantly on the normalized saliency map when it is; a score below 1 
indicates that eye movements did not rely significantly on the saliency 
map. In the current study, the NSS score was used to compute the match 
between normalized maps and eye movement using 3 types of maps as 
saliency maps in the NSS algorithm: The Watchers gaze maps, the sal
iency maps and the motion maps. 

Regarding the evaluation of the match between the Watchers and 
the Walkers, the NSS scores were computed for each frame, each video 
and each participant (both the Walkers and the Watchers) using a leave- 
one-out procedure on the Watchers and raw gaze data as used by Dorr 
and colleagues (For a justification of this method, see Dorr, Martinetz, 

Gegenfurtner, & Barth, 2010). This technique allowed us to compare 
eye movements of a Walker or a Watcher considering the eye maps of 
the rest of the Watchers. The NSS scores were then extracted according 
to eye movement locations, and the median was computed in order to 
have a single NSS score for each frame, each video and each participant. 
Furthermore, global eye movement maps were computed for each 
participant. 

Saliency maps and motion maps were computed for each POV video 
and each frame to analyze their content and where eyes were attracted. 
The saliency maps provided information about salient regions in the 
scenery (i.e. region with high contrast, luminosity, and edges) whereas 
the motion maps described movement in the 3-dimensional space (i.e. 
change horizontally, vertically and over time). In this experiment, we 
selected the Dynamic Adaptive Whitening Saliency algorithm (AWS-D) 
from Leboran, Garcia-Diaz, Fdez-Vidal and Pardo (2017) whose pre
vious static algorithm (Garcia-Diaz, Fdez-Vidal, Pardo, & Dosil, 2012) 
obtained a good evaluation in the MIT benchmarks in Judd, Durand and 
Torralba (2012) and in Borji, Sihite, and Itti (2013). Furthermore, the 
AWS algorithm was evaluated to have a low correlation with central 
bias (Nuthmann, Einhäuser, & Schütz, 2017). AWS-D provides a dy
namic approach to extract bottom-up saliency from video, considering 
temporality and performing better than most of the algorithms treating 
video saliency. Indeed, many algorithms are static and compute sal
iency from an image only, leading to bad saliency estimation in video. 
We used the MATLAB implementation of the AWS-D that the authors 
provided us (http://persoal.citius.usc.es/xose.vidal/research/aws/ 
AWSmodel.html). Regarding the motion maps, they were obtained by 
computing the differential maps in horizontal axis, vertical axis and 
time (3D partial derivative). Following this, the value of each pixel was 
found by computing the K-invariant of the structure tensor (Vig, Dorr, & 
Barth, 2009). 

To assess at what point participants relied on saliency and motion, 
NSS scores were computed for each participant (Watchers and 
Walkers). We used raw eye movements to gather maps value at eye 
positions and compute a median value for each frame, video, and 
viewer (For further information see Dorr et al., 2010). 

All the above analyses were performed at the group level using ei
ther Kolmogorov-Smirnov tests to assess differences in eye movements 
characteristics distributions or Welch’s t-tests to assess differences in 
NSS scores between the Watchers and the Walkers. To take into account 
differences in speed and walking paths across the Walkers, we esti
mated the statistical contribution of each Walkers’ video on the group 
statistical effects. We carried out the same statistical analyses for each 
video independently, while correcting for multiple comparisons. In case 
of an impact we assessed if it could be attributed to the walking pace by 
computing a t-test on the duration of videos showing an effect and those 
that did not. Moreover, we controlled for the impact of Watchers ha
bituation after seeing the 10 videos, by conducting the same analysis on 
the first video seen by the Watchers. 

To evaluate if and on which object the gaze of the Walkers and the 
Watchers converged, we used a data-driven peak detection of the sal
iency and motion median NSS scores of both the Walkers and the 
Watchers data. This analysis provided us with the frames of each of the 
Walkers’ videos in which similarity usage of either saliency or motion 
was at the highest. We then ensured that such peak scores were present 
in both groups by visual inspection. Frames with a high NSS score for 
saliency and motion in both groups indicated convergence in gaze. The 
content of the frame in the video was then analysed and interpreted by 
visual inspection. Please note, we also provided the lowest peak values 
detection (see Figure B). We also evaluated if one group fixated at those 
stimuli of interest before the other. To this aim, the frames of con
vergence were extracted from the previous analysis. Then, the video 
sequence preceding a frame of convergence was replayed to identify 
when each group landed their fixations on the object of interest. We 
then computed the time difference between both the Walkers and the 
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Watchers to land on the object of interest. Finally, the resulting dif
ferences were statistically evaluated by performing corrected t-tests 
against zero. 

3. Results 

3.1. General gaze location 

The NSS scores reveal that the Watchers significantly matched other 
Watchers (M = 1.99, SD = 1.57, median NSS score above 1) but not 
the Walkers (M = 0.69, SD = 1.68, median NSS score below 0 in
dicating anti-correspondence). Moreover, the difference in the Walkers 
and the Watchers NSS score was significant, t(28) = 143.42, p  <  .001 
(see Fig. 3). 

3.2. Fixations characteristics 

The Watchers differed significantly in fixation duration distribution 
from the Walkers who had overall lower fixation durations. Indeed, a 
Kolmogorov-Smirnov test indicated that the fixation duration dis
tributions of the Watchers did not follow those of the Walkers’ fixation 

duration distribution, D = 0.11, p  <  .001. Regarding the number of 
fixations, the Walkers made fewer fixations than the Watchers, 
D = 0.87, p  <  .001 (see Fig. 4). 

3.3. Saccades characteristics 

The distribution of saccade amplitude for the Watchers did not 
follow those of the Walkers, D = 0.32, p  <  .001, as the Watchers 
deployed longer saccades to explore the visual scene. However, the 
Watchers and the Walkers did not show a difference in the number of 
saccades (see Fig. 4). 

3.4. Saccades direction and fixations distribution 

The saccade direction distribution shared a similar pattern between 
the Watchers and the Walkers, but the Watchers tended to direct their 
saccades more horizontally than the Walkers who directed their sac
cades more vertically; these differences were significant, D = 0.05, 
p  <  .001 (See Fig. 5, but see also Fig. 7 and section 3.6.). 

The eye movement direction distribution indicated a greater central 
bias for Watchers, even when both distributions were fitted towards a 

Fig. 3. Violin plots of the Watchers and the Walkers NSS scores computed on either (from left to right) gaze maps using a leave-one-out procedure on the watchers, 
the saliency maps or the motion maps. The red line indicates significance threshold for NSS Scores. (For interpretation of the references to color in this figure legend, 
the reader is referred to the web version of this article.) 

Fig. 4. Kernel density of fixation number and duration as well as saccade number, amplitude and duration for the Walkers (in blue) and the Watchers (in green). (For 
interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.) 
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normalized screen size. Distributions differed significantly both verti
cally (D = 0.10, p  <  .001) and horizontally (D = 0.08, p  <  .001) 
between the Watchers and the Walkers (see Fig. 5). 

3.5. Saliency and motion 

The Watchers relied significantly more on saliency (M = 0.94, 
SD = 1.44) than the Walkers (M = 0.39, SD = 1.15), t(28) = 117.78, 
p  <  .001 (see Fig. 3). Both groups showed correspondence with sal
iency (median score above 0) but to a low extent (median score below 
1). A similar result was observed for motion, with the Watchers relying 
significantly more on motion (M = 0.74, SD = 1.73) than the Walkers 
(M = 0.19, SD = 1.15), t(28) = 115.41, p  <  .001. However, the 
median score of both groups was below 0, indicating that both groups 

did not, on average, rely on motion as a NSS score below 0 indicates 
anti-correspondence (see Fig. 3). 

Looking to highest NSS values reveals that social, written, and ac
tionable stimuli (e.g., door knock of the door that will be open) make 
both the Walkers and the Watchers to synchronize their fixation loca
tions and rely on saliency and motion to a great extent (see Fig. 6). The 
differences in time between groups to reach those objects of interest did 
not significantly differed from zero. This was the case for social, ac
tionable and written stimuli. 

3.6. Robustness of group results across the Walkers’ videos and the first 
videos watched by the Watchers 

Overall, our group results hold. Indeed, a large majority of videos, if 

Fig. 5. Kernel density of saccades direction and Eye movements distribution for the vertical and horizontal direction for both the Walkers and the Watchers.  

Fig. 6. Samples of frames with the highest NSS Score computed on saliency maps and motion maps for both the Walkers (red dot) and the Watchers (black dots). (For 
interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.) 
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not all, revealed similar differences between the Walkers and the 
Watchers. This was the case for fixation number, vertical distribution of 
fixations, saccade number, saccade amplitudes as well as for saliency 
and motion maps. However, for some metrics, the effects were weaker: 
for the fixation durations (half of the videos showed a significant ef
fect), the horizontal distributions of fixations (6 out of 10 videos 
showed an effect) and saccade orientation (only 2 videos showed an 
effect). Furthermore, we additionally evaluated if the differences in 
results were due to different walking speeds. Only the horizontal fixa
tion distribution revealed significant differences as a function of the 
walking speed (i.e., video duration in seconds): differences in horizontal 
fixation distribution between the Walkers’ and the Watchers were only 
found for the Walkers’ videos with a slow walking speed (M = 237.53, 
SD = 9.34); no differences were found for the fast walking speed 
(M = 205.37, SD = 22.31), t(9) = 3.14, p = .016. 

Additionally, the group results were replicated when using only the 
first video watched by the Watchers. The only exception was for sac
cades orientation that was not found significant (see Fig. 7). 

4. Discussion 

This study aimed to determine the extent to which eye movements, 
deployed during visual scene processing in laboratory, generalize to 
real-world gaze behaviour. To this end, we compared the eye move
ments obtained from a group of observers in the real-world (the 
Walkers) with those obtained from observers in laboratory settings (the 
Watchers) on the same visual and auditory inputs acquired form the 
Walkers. As such, these conditions were set to be as close as possible in 
terms of inputs between the groups. The contribution of bottom-up 
processes was evaluated by using the sensitivity to saliency and motion. 
Top-down processes’ contribution due to task was equated as much as 
possible for the two groups with an active task, as both of them per
formed the same active task while exploring the walking path. Our 
data-driven preprocessing method based on a common angular speed 
threshold (75th percentile) across conditions allowed us to categorize 
eye movements into events according to the inherent idiosyncratic 
differences of observers, as well as the differences elicited by both the 
technical specifications of the eye-trackers and real-world and labora
tory settings. Moreover, we controlled for the robustness of our results 
by evaluating for the impact of each of the Walkers’ video on the group 
effects. In case a statistical effect was significant only for a particular 
Walkers’ video, we assessed whether those effects could be attributed to 
differences in walking pace across the Walkers. The Watcher viewed 
many videos obtained from the Walkers. We thus also ensured that our 
group effects did not rely on particular Walkers’ videos or repeated 
exposure of videos (i.e., habituation), as the eye movements of the 

Watchers, contrary of those of the Walkers, were based on more than a 
single observation of the walking path. To rule out this potential con
found, we also present the results of the first Walkers’ videos watched 
by the Watchers. This allowed us to ensure that the differences found 
between conditions are robust, and due to the setting per se, and not to 
other potential flaws, such as differences induced by the methodology 
used. 

Our data showed a significant different global gaze location be
tween the Watchers and the Walkers. As in Foulsham et al. (2011) and ’t 
Hart et al. (2009), the Watchers exhibited a more focal central bias than 
the Walkers. This finding relates to the tendency of audio-visual ma
terial to present interesting content in the centre (see e.g. Dorr et al., 
2010; Foulsham & Underwood, 2008; Tatler, 2007). In our study, the 
centrality of salient and moving content can also be observed in the 
general saliency and motion maps (see Figure A). We also found robust 
differences in eye movements characteristics between the Walkers and 
the Watchers. On the contrary to Foulsham et al. (2011), we found the 
Walkers to produce significantly less but longer fixations than the 
Watchers. This difference might arise from the Walkers engaging ac
tively to navigate properly (e.g. they could have watched for their next 
step longer than the Watchers). Additionally, their saccades amplitudes 
were larger than the Watchers. As an explanation, this can be due to 
free head movements, in the unconstrained settings of the real world as 
opposed to laboratory settings (Bahill, Adler, & Stark, 1975; Stahl, 
1999). Those results were robust across the Walkers’ videos and with 
only the first watched videos by the Watchers. 

Other differences arising from navigation in the real world, per se, 
were found in the direction of saccades and in the vertical and hor
izontal distribution of fixations. The saccade directions differed sig
nificantly across group effects. Indeed, the Walkers tended to direct part 
of their saccades towards the bottom and the top part of the scene. At 
the group level, the Watchers instead oriented their gaze more hor
izontally. However, this result was not robust across the Walkers’ videos 
nor with only the first watched videos by the Watchers. The group ef
fect on saccade orientations was rather weak, the tendency of the 
Walkers to direct their gaze significantly more downward was also 
found in the vertical fixation distribution. Importantly, this result was 
robust across only the first videos watched by the Watchers and across 
the Walkers’ videos. The rationale behind this oculomotor behaviour 
lies in the Walkers looking at their next footstep location as found in 
previous studies on locomotion (Hollands & Marple-Horvat, 2001; 
Marigold & Patla, 2007; Matthis et al., 2018; Patla & Vickers, 2003, but 
see Foulsham et al., 2011). The fixation distributions also significantly 
and robustly differed horizontally between both groups. Interestingly, 
this difference might have been rooted in speed differences across 
Walkers. While the fixation distribution of the Watchers remained 

Fig. 7. Kernel density of saccades direction and Eye movements distribution for the vertical and horizontal direction for the first video watched by the Watchers.  
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constant, the Walkers exhibited a wider central bias when walking 
slowly, as compared to a faster walking pace. The slower the walking 
pace, the wider the central bias. This finding might relate with  
Hollands, Marple-Horvat, Henkes and Rowan (1995), who found that 
saccades amplitudes were related to strides. However, the Walkers’ 
pace did not impact on the Watchers horizontal fixation distribution. 

The eye movements characteristics also differed across the Walkers 
and the Wathcers. Indeed, despite using data-driven approach to pre
processed eye movements and controlling for both the auditory signals 
and the top-down task effects across conditions, we found a higher 
number of divergent oculomotor events between the real world and the 
laboratory conditions than previous studies (i.e., ’t Hart et al., 2009; 
Foulsham et al., 2011). Crucially, and on the contrary to previous 
studies, these differences were robustly replicated across both the first 
videos watched by the Watchers as well as across the Walkers’ videos. 
Although these differences in eye movements could be attributed to 
differences across experimental settings, such as the use of monophonic 
auditory signals in the laboratory, we do not think that the use of stereo 
signals and other factors would be sufficient to abolish such differences. 
We thus genuinely believe that differences will always persists between 
the ecological acquisition of eye movements in the wild and those ar
tificially acquired in constrained laboratory settings. 

To evaluate the contribution of bottom-up processes, we used a 
saliency algorithm developed especially for video contents. To the best 
of our knowledge, such saliency algorithm has never been used in this 
the present framework. Rather, previous studies used static saliency 
algorithms (’t Hart et al., 2009) or did not evaluated saliency (Foulsham 
et al., 2011). Our analysis revealed that the Watchers’ eye movements 
matched significantly – and robustly across the Walkers’ videos and 
across only the first video watched by the Watchers – more with the 
saliency maps than those of the Walkers. This result differed from ’t 
Hart et al. (2009) findings, that saliency models were a weak predictor 
of both, the real-world and the laboratory conditions, as in our study 
the saliency reasonably predicted the Watchers’ eye movements. In
stead, our findings are consistent with Henderson, Brockmole, 
Castelhano, and Mack (2007) who concluded that in the real world 
visual saliency is a less effective predictor of eye movements. The dis
crepancy in those results can be imputed to the differences in the al
gorithms used (static vs dynamic) but nevertheless highlights the ne
cessity to apply a saliency algorithm specifically dedicated to stimuli 
types. 

In addition to the dynamic saliency algorithm, we complemented 
our results with motion maps using the computation of the K-invariant 
of the structure tensor, which was never used in this context. This 
technique, despite not being completely independent from our dynamic 
saliency algorithm, provides a deeper focus on motion, which is one of 
the factors playing a key role in attracting eye movement fixations (see 
e.g. Yantis & Jonides, 1984). Importantly, with this approach, the mo
tion resulting from walking is held out (as being constant across the 
whole frame), whereas motion in the world should pop out. As such, the 
motion maps essentially measure the movements resulting from world 
agent. As such, the motion maps essentially measure the movement 
resulting from world agent. Similarly to saliency, we found the 
Watchers to significantly and robustly match more the motion maps 
prediction than the Walkers. However, the motion maps were weak 
predictors of both the eye movements in the real world and in the la
boratory. This indicates that solely motion originating from objects in 
the scenery does not suffice to predict eye movements, both in the la
boratory and in the wild. 

The differences in the prediction of the Walkers’ and the Watchers’ 
eye movements by saliency and motion maps shed light on the differ
ences in information use, as well as the available attentional resources 
across both conditions. Indeed, the laboratory settings might have re
quired lower amount of attentional resources, given the absence of real- 
world constraints and the involvement of implicit or explicit 

anticipatory strategies typical of natural walking (Hayhoe et al., 2012; 
Hillstrom & Yantis, 1994; Pelz et al., 2000). As such, the Watchers have 
more time and, resources to allocate their attention toward salient and 
moving areas than the Walkers, who had to predict expected and un
expected events to navigate properly, as well as to predict their walking 
path. This continuous walking planification results in a series of sub
tasks such as collision avoidance (Lappi, 2015). 

It is important to point out that our data also show similarities be
tween both groups. Surprisingly, despite the great number of differ
ences in eye movements characteristics, both the Walkers and the 
Watchers performed a similar number of saccades. This absence of ef
fect was found across groups, across the Walkers’ videos and with only 
the first video watched by the Watchers. Moreover and in line with  
Peterson, Lin, Zaun and Kanwisher (2016), the Watchers and the 
Walkers behaved similarly when looking at social stimuli. Interestingly, 
they both relied on saliency and motion to the same extent when social, 
written, or actionable stimuli were present in the scenery. Additionally, 
both groups landed their fixations on those stimuli at about the same 
time. On these specific stimuli, they had similar fixation patterns, 
echoing the findings of Peterson et al. (2016). This shows the potency of 
biological social relevant stimuli in attracting attention, leading to the 
conclusion that top-down processes overrule bottom-up processes when 
social mechanisms are involved during scene processing. 

Altogether, our findings show that there are robust differences in 
saccade and fixation patterns between the Walkers and the Watchers, 
when performing active vision during ecological spatial navigation, 
with the exception of the processing of social relevant inputs. These 
differences cannot be attributed to the influence of sound, or task 
constraints, as those factors were controlled. Rather, these differences 
should be attributed to the load on top-down processes, due to other 
subprocesses to effectively carry on a task in the wild. Thus, persistent 
differences with the real world should be expected when studying eye 
movements in laboratories. These differences with the real world 
should be imputed to the laboratory setting, per se, and appear not to be 
easily amended. As a consequence, results obtained in the laboratory do 
not fully generalize to the real world, for ecological spatial navigation, 
with bottom-up processes playing a different role in both conditions. 
Findings obtained in laboratories should be interpreted with caution, as 
they cannot fully account for the top-down and bottom-up modulations 
that human beings use while navigating in real settings. 

To already minimize such differences, future studies should keep 
experiments in the laboratory as close as possible to real-world ex
periments, using naturalistic stimuli and including sound when pos
sible. Moreover, future studies should try to develop proper modelling 
of eye movements in the wild, allowing to further characterize and 
control for the differences across both conditions. Hopefully, the advent 
of virtual reality (VR) technologies might shortly allow the laboratory 
settings to be less restrictive, by including head motion (Jacob & Karn, 
2003). VR settings will also allow the assessment of the same reference 
frame, i.e., the point of fixation instead of the point of gaze provided by 
eye tracking glasses. Moreover, the development of tools allowing data- 
driven analyses of eye-movements such as iMap4 (Lao, Miellet, Pernet, 
Sokhn, & Caldara, 2017) with a VR component iMap4D (Ticcinelli, de 
Lissa, Lalanne, Miellet, & Caldara, 2019) could help in this feat. Indeed, 
similar to the evolution of eye-tracking technologies, VR technologies 
are likely to become more affordable and user-friendly. As such, further 
research is necessary to investigate whether eye movements obtained in 
VR settings would more closely match real-world conditions. If this is 
the case, the VR approach will become a method of choice to in
vestigate the functional role of eye movements in human vision. 

5. Conclusion 

The present study investigated whether visual sampling strategies 
generalize across laboratory (the Watchers) and real-world (the 
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Walkers) settings, during scene processing. Our data revealed differ
ences in saccade and fixation patterns between the Watchers and the 
Walkers. The Watchers directed more of their attention toward salient 
and moving areas than the Walkers, except when written, social or 
actionable stimuli were in the scenery. This differences across observers 
were abolished when social relevant agents were in the scenery. 
Overall, our data show that results obtained in laboratories do not fully 
generalize to real-world settings, at least for ecological spatial naviga
tion. This issue might be solved in the future, thanks to the virtual 
reality eye movement tracking technology with higher degree of 
freedom, than usual eye-tracking technologies used in laboratory set
tings. Altogether, the findings of our study suggest caution when in
terpreting eye movement findings in visual scene processing, obtained 
uniquely in laboratory settings. 
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Appendix A  

Fig. A. Saliency maps, motion maps and eye movements heat maps for all videos.  
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